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Named Entity Recognition (NER)



Context is important in NLP problems



But sometimes it gets ambiguous...



Why all in deep learning ?



Recurrent neural network (RNN)
softmax



Long Short Term Memory (LSTM)

Prevent from
Gradient vanishing &
Gradient explosion 

softmax



Character encoding 

Bi-LSTM



Alternative decoding using Conditional Random Fields (CRF)

Bi-LSTM



CRF is different with softmax

softmax:
N K-Classification

CRF:
   N
K   possible candidates 
and select the best one



Bi-directional LSTM-CNNs-CRF
● Ma and Hovy 

achieve 
state-of-the-art 
F1 score of 91.21 
for NER on 
CoNLL 2003 
dataset.

● No feature 
engineering or 
specific data 
pre-processing. 





Micro- and macro-averaged F1 scores for NER in BioNLP09 and BC2GM.

BERT can get the best performance



NER with transformer, first successful version

Customize transformer architecture and 
achieve state-of-the-art results, beating 
prevailing BiLSTM models. 



2 Product attribute tagging 
● 2.1 Background and problem definition
● 2.2 Data collection
● 2.3 Baseline model
● 2.4 Pain points
● 2.5 Conclusions and future work



2.1 Background and problem definition
Background: In Shopee, Many sellers do not fill in attributes, especially for 
some big sellers.









Why attributes extraction is fundamental in e-commercial ?
● Auto fill in attributes specification

● Improve search and recommendation

● Build product graph



2.2 Data collection
● Define the data scope
● Define the attribute types
● Define initial values in each attribute type

Material Pattern Neckline Sleeve Length Top Fit Type Pant Fit Type Pant Length

Denim,
Cotton,
Leather,

Polyester,
Other 

Material,
Spandex,

Wool

Checkered(Plaid),
Print,
Floral,

Other Pattern,
Plain,

Striped,
Tie Dye,

Polka Dotted

V Neck,
Round Neck,
Turtle Neck,

Henley,
Other Neckline

Short Sleeves,
¾ Sleeves,

Long Sleeves,
Sleeveless

Slim Fit,
Regular Fit,
Relax Fit,

Slim Fit,
Regular Fit,

Relax Fit

Ankle,
Full Length

We may use above attribute types and values in men fashion 



2.2 Data collection

Collect data from Shopee backend database including:

● Product title
● Product seller input attributes
● Product description

All data is free text (unstructured data)



2.2 Data collection

 In BIOE tagging strategy, 
B :represents the beginning of an attribute, 
I  :represents the inside of an attribute, 
O :represents the outside of an attribute,
E :represents the end of an attribute.

“UBIOE" has an extra tag ‘U’ representing the unit token tag that separates one-word 
attributes from multi-word ones.



2.3 Baseline Model 

Attention Mechanism:



2.4 Pain Points 
● Only limited data is well labelled

○ Matching data with Vocabulary is cheap but not good
○ Manual annotation costs much time, hard to annotate and keep high quality 
○ Cold start to expand training data

● Hard to evaluate the model performance
○ Limited ground true test data
○ can we develop models that give interpretable explanation for its decisions, unlike black-box methods 

that are difficult to debug?
○ Only F1 score (precision and recall) can not meet business requirements

● Hard to improve the model generality ability
○ Performs pool in extracting unseen attribute values
○ Too close to exact matching with vocabularies



2.5 Conclusions and future work
● NER model’s recall is important 

a. Expand existing attributes dictionary
b. Open World Assumption (OWA) is common in e-commercial website

● Low resource NER:
○ Active learning 
○ Multi task training 
○ Transfer learning 



Active learning in NER
example: Active learning with tag flips as query strategy 



Multi task learning in NER
example: Jointly training NER and word segmentation with an LSTM-CRF model

For languages where word 
boundaries are not readily 
identified in text, word 
segmentation is a key first 
step to generating features 
for an NER system. While 
using word boundary tags as 
features are helpful, the 
signals that aid in identifying 
these boundaries may 
provide richer information for 
an NER system



Transfer learning in NER


